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#### Abstract

A wide class of operations on images can be performed directly in the wavelet domain by operating on coefficients of the wavelet transforms of the images and other matrices defined by these operations. Operating in the wavelet domain enables one to perform these operations progressively in a coarse-to-fine fashion, operate on different resolutions, manipulate features at different scales, and localize the operation in both the spatial and the frequency domains. Performing such operations in the wavelet domain and then reconstructing the result is also often more efficient than performing the same operation in the standard direct fashion. In this paper we demonstrate the applicability and advantages of this framework to three common types of image operations: image blending, 3D warping of images and sequences, and convolution of images and image sequences.


## 1 Introduction

Many common and useful operations on images in computer graphics and image processing are inherently parallel and can be expressed using linear combinations of matrices. Some of these matrices are related to the image being operated upon, while others represent the operation itself. Such operations include, for example, image blending, image convolution, and various kinds of image warping algorithms. This paper presents a new framework for representing and performing such operations in the wavelet domain. The basic idea is that given a linear combination of matrices, we compute the wavelet transform for each matrix and perform the linear combination on the wavelet coefficients. Applying the inverse wavelet transform to the resulting coefficients yields the desired linear combination.

Performing such operations in the wavelet domain is advantageous in several respects:

[^0]Sparse representation: With a suitable choice of a wavelet basis, the wavelet decomposition of natural images is typically much sparser (has fewer non-zero coefficients) than the original representation. The same is true for a certain class of operators (CalderonZygmund), and this property has been utilized to speed up various numerical operations [2, 3]. In our case, a sparse representation of images (as well as certain matrices arising from image warping equations) results in faster computation of their linear combinations, since we must combine only the unique non-zero coefficients.

Multi-resolution and progressive computation: The wavelet decomposition represents images and matrices at multiple scales. Such a representation makes it easy to perform operations at multiple resolutions, as well as in a progressive, coarse-to-fine fashion.

Space-frequency locality: The wavelet transform has nice localization properties in both the spatial and the frequency domains. Thus, by selectively operating on subsets of coefficients it is possible to restrict the effect of the operation both spatially and in frequency.

Compatibility with emerging standards: Over the past decade the wavelet transform has been recognized as a preferred tool for image and video compression and has been selected as the fundamental building block of the emerging JPEG-2000 standard. Thus, it is very likely that many of the images that we will be working with in the future will be represented in the wavelet domain to begin with. Wavelet domain operations will allow processing of such images without having to reconstruct them first.

In this paper we demonstrate these advantages by discussing in detail the application of our framework to three important types of operations on images: image blending, 3D warping for image-based rendering, and convolution. The wavelet-based 3D warping approach presented here is an improved version of an algorithm we described in a previous publication [15]. In particular, we present an improved tile-based memory management scheme, which makes the technique effective for images of unlimited size. We also present a more comprehensive discussion regarding the choice of wavelet bases, and describe in more detail the data structures used for effectively representing sparse wavelet decompositions. The parts of the paper concerned with image blending and convolution have not been published before.

### 1.1 Image-based rendering and 3D warping

Many image-based rendering algorithms use pre-rendered or pre-acquired reference images of a 3D scene in order to synthesize novel views of the scene. The central computational component of such algorithms is 3D image warping, which performs the mapping of pixels in the reference images to their coordinates in the target image. In Section 4 we present wavelet warping - a new class of forward 3D warping algorithms for imagebased rendering. We rewrite the 3D warping equations as a pointwise quotient of linear combinations of matrices. Rather than computing these linear combinations in a standard manner, we first pre-compute the wavelet transforms of the participating matrices. Next, we perform the linear combinations using only the unique non-zero wavelet transform coefficients. Applying the inverse wavelet transform to the resulting coefficients yields the desired linear combinations.

We describe in detail wavelet warping algorithms for three common types of 3D image warps: planar-to-planar, cylindrical-to-planar, and spherical-to-planar. Cylindrical and spherical panoramas and movies are becoming increasingly common in application areas, such as entertainment, real estate, virtual tourism, and electronic retail. Current viewers allow the user to interactively change the viewing direction [6]. By using depth information, a 3D warper enables users to change the viewing position (center of projection), in addition to the viewing direction [24]. A fast 3D warper enables users to view a scene interactively. We will show that the wavelet warping algorithm is at least as fast as the most efficient warping algorithm known to date for planar and cylindrical warps, and is nearly twice as fast in the spherical case.

Perhaps more importantly, our wavelet warping algorithms support progressive multiresolution rendering. For example, consider an object whose image-based model consists of one or more high-resolution reference images. The high resolution may be necessary for a close-up view of the object, but for most views of a 3D scene containing the object a much lower resolution suffices. Our approach makes it possible to perform the warp at the appropriate coarser resolution, without unnecessarily warping each and every pixel in the reference images. Multi-resolution warping can also be achieved within a standard warping framework by using an over-complete pyramid-based image representation (e.g. a Laplacian pyramid), but at a cost of increasing the size of the representation. Multiresolution wavelet warping has the advantage that the computation is progressive: a low resolution result can be progressively refined without redundant computations.

In Section 4.7 we present a new algorithm for warping an entire sequence of images with depth to a novel view. This algorithm is also based on wavelet warping, and it utilizes the temporal coherence typically present in image sequences or panoramic movies to achieve considerable speedups over frame-by-frame warping.

### 1.2 Convolution

Convolution is probably the most widely used operation in image processing. Wavelet convolution, described in Section 5, is shown to be more efficient than standard convolution, even for small images and small kernels. Wavelet convolution also enables rapid convolution of image sequences with 3D filters, which is a useful operation for video processing.

In this application, we also show that by performing lossy wavelet compression accuracy can be gracefully traded off for speed, providing a way to obtain a visually accurate approximation to the result of the convolution very rapidly. Both exact and approximate wavelet convolution should prove very useful in image editing applications, since they result in faster response time, thus allowing users to preview the results of their operations interactively and at the full resolution of the image.

Similarly to wavelet warping, wavelet convolution can also be performed at different resolutions. Furthermore, by performing the operation on subsets of the wavelet coefficients, convolution can be restricted to operate only on a certain region in the image, or only on features at a certain scale, or both. This kind of flexibility is available neither in the standard convolution, nor in the FFT-based frequency domain convolution.

### 1.3 Related work

The idea of representing a scene as a set of reference images was introduced to computer graphics by Chen and Williams [7] and by McMillan and Bishop [24]. The equations of 3D warping are developed in detail in McMillan's PhD thesis [23]. Mark et al. [22] and Shade et al. [32] discuss different frameworks for image-based rendering and warping. Dally et al. [10] introduce the delta tree, a data structure that represents an object using a collection of images. They divide images into blocks and represent them in the frequency domain using the discrete cosine transform (DCT), but provide little detail regarding the warping of such images.

Smith and Rowe [34] address the issue of processing JPEG-compressed images in the compressed DCT domain. By performing pixel-wise and scalar addition and multiplication on JPEG-compressed images they are able to implement operations such as dissolving between two video sequences and video subtitling very efficiently (compared to uncompressing, processing, and compressing again). In a later paper [35] their methods are extended to the computation of arbitrary linear combinations of pixels in images of motion-JPEG video sequences. However, they do not address 3D warping of images and video sequences.

Their approach is tuned to the particularities of JPEG (block-based DCT, quantization, zig-zag scanning, etc.). The resulting algorithms are quite complicated. In contrast, our approach is applicable to any wavelet transform (although its effectiveness will depend on which transform is actually chosen), and results in very simple algorithms. Another difference between their approach and this work is in the goals. Their primary goal is to process compressed images (or video sequences) directly, without ever leaving the compressed domain. Our primary goal is to provide fast, progressive, and multi-resolution operations on ordinary data, by representing the data and/or the operation in the wavelet domain. Our approach is geared towards an interactive setting, where operations are performed in the wavelet domain, but the results are typically reconstructed right away for display.

Beylkin et al. [2,3] describe fast computation of linear operators on arbitrary vectors. They apply the non-standard wavelet transform to the linear operator matrix, and to the input vector. Next, the matrix-vector product is computed in the wavelet domain, by summing the contributions from different scales. Finally, the result is obtained by reconstruction - applying the inverse transform to the product. Using their method it is possible to compute convolutions in the wavelet domain [14, 29]. However, in order to represent a convolution of an $n \times n$ image as a matrix-vector multiplication, the corresponding operator matrix must be $n^{2} \times n^{2}$. Computing the nonstandard wavelet decomposition in this case takes $O\left(n^{4}\right)$. In contrast, our approach is to represent convolution as a linear combination of images, and to apply the wavelet decomposition to these images. Each decomposition takes $O\left(n^{2}\right)$ operations, i.e., time that is linear in the number of pixels.

## 2 Wavelets

Wavelets are a powerful mathematical tool for hierarchical multi-resolution analysis of functions. They have been effectively utilized in many diverse fields, including approximation theory, signal processing, physics, astronomy, and image processing [21]. Wavelets have also been applied to a wide variety of problems in computer graphics [36]. In this section we briefly review wavelet-related terminology and concepts that will be used later in the paper.

Lifting: The lifting scheme [37] is a method for constructing wavelets in the spatial domain. It consists of three steps: (i) splitting the data into two subsets; (ii) computing the wavelet coefficients as the failure to predict one subset based on the other (high pass); (iii) computing the scaling function coefficients by updating the remaining subset (low pass).

Any discrete wavelet transform can be factored into lifting steps [11], thus allowing: (i) in-place computation of the wavelet transform; (ii) faster computation, asymptotically reducing the complexity by a factor of four [30]; (iii) construction of wavelet transforms that map integers to integers [5].

Integer wavelets: Integer wavelet transforms operate on integer valued signals to produce integer valued wavelet coefficients. Integer wavelet transforms have been effectively used for lossless compression of images [5]. As presented in [5], the results of the invertible integer wavelet transforms are integer, while the computations are done with floating point numbers. In our implementation, all transforms are computed using integer arithmetic. Computations are done with integer numbers, using only addition, subtraction and shift operations.

Multiple dimensions: The 2D wavelet transform of a matrix or an image can be constructed using the 1D wavelet transform in two ways: the standard decomposition and the nonstandard decomposition. In this paper, we use the nonstandard decomposition, which is computed by applying the 1D transform alternating between rows and columns of the 2D matrix or image. The 3D wavelet transform of an image sequence can be constructed using the 1 D transform in both the standard and non-standard forms, or by a combination of the 1D transform with the 2D transforms. In this paper we use the 1D transform in the temporal dimension and the 2D nonstandard transform in the spatial dimensions. The transform is applied recursively to the low frequency sub-bands. In the general case, the nonstandard wavelet transform is computed with less than $d /\left(1-2^{-d}\right) k n^{d}$ operations, where $d$ is the dimension, $k$ the filter length, and $n$ the number of samples in each dimension.

Compression: The wavelet transform can be used for lossless and lossy compression. Compression is achieved by transforming a signal using a wavelet which is adapted to it, and by truncating the resulting wavelet coefficients below a threshold. Lossy wavelet compression, for example, begins by computing the wavelet transform of a signal. Next, as many small wavelet coefficients as possible are zeroed out, so long as the overall error stays below a threshold $\epsilon$ in some $L^{p}$ norm. Only the remaining nonzero coefficients are stored, resulting in a lossy compressed representation of the signal. A detailed exposition and error analysis of wavelet image compression is presented by DeVore et al. [13], where it is claimed that the appropriate error metric to use is $L^{1}$.

### 2.1 Linear combinations of matrices

Our approach is based on fast and progressive computation of linear combinations of matrices in the wavelet domain. Let $\mathbf{A}$ be a 2D matrix that can be expressed as a linear combination of matrices: $\mathbf{A}=\sum_{i} \alpha_{i} \mathbf{A}_{i}$, and let $T$ be a 2 D wavelet transform. Since $T$ is an invertible linear operator, we can express $\mathbf{A}$ as

$$
\begin{equation*}
\mathbf{A}=T^{-1}(T(\mathbf{A}))=T^{-1}\left(\sum_{i} \alpha_{i} T\left(\mathbf{A}_{i}\right)\right) \tag{1}
\end{equation*}
$$

In other words, A can be computed in the wavelet domain, by computing the wavelet transform (decomposition) of each matrix $\mathbf{A}_{i}$, linearly combining the resulting wavelet coefficients, and applying the inverse transform (reconstruction). If the wavelet decompositions $T\left(\mathbf{A}_{i}\right)$ are sparse, this computation can be done rapidly by operating only on the nonzero coefficients of each transform.

The coefficients of a wavelet transform can be classified into several disjoint groups. The coefficients in each group correspond to a different resolution (scale). We utilize this property in order to compute linear combinations of matrices in a progressive, multiresolution fashion. The coarsest level of the desired matrix $\mathbf{A}$ is obtained by computing the linear combination of the coarsest-level $T\left(\mathbf{A}_{i}\right)$ coefficients only, and reconstructing up to the corresponding level. In order to refine the result one level further, we compute the linear combination of the next finer level of $T\left(\mathbf{A}_{i}\right)$ coefficients, and perform one more level of reconstruction. This process may continue until the finest level has been processed. In this manner, intermediate results corresponding to different resolutions become available while the computation proceeds, without redundant computations.

### 2.2 Choice of Transform

There are two main requirements that a wavelet transform should satisfy in order to be suitable for our framework.

1. The transform should be sparse.
2. Reconstruction (inverse wavelet transform) should be fast to compute.

In practice, the first requirement implies that the wavelet basis should be adapted to the image operation in which it will be used. For example, in image blending and convolution it is important for the wavelet transform to be sparse when applied to the images being operated upon (typically natural images). In contrast, in wavelet warping we apply the transform to matrices derived from reformulating the warping operation. These matrices possess a special structure, which can be represented very sparsely in the wavelet domain, if a suitable wavelet basis is used.

When choosing a wavelet basis for image compression there is a trade-off between the number of vanishing moments and the size of the support [21]. On the one hand, more vanishing moments imply more near-zero coefficients in the transform over smooth regions of an image. However, the number of vanishing moments is proportional to the
support size, and higher support size implies longer decomposition and reconstruction times, as well as large coefficients whenever the support overlaps a sharp transition in the image.

In order to choose a suitable transform for the applications described in this paper we have experimented with the following wavelet transforms:

- The S transform (sequential transform), which is an integer version of the Haar transform using lifting steps [5]. This transform has one vanishing moment.
- The S+P transform [31] (sequential transform + prediction), which has two vanishing moments.
- The TS transform [38], which is an integer version of the $(3,1)$ biorthogonal wavelet transform of Cohen-Daubechies-Feauveau [8].
- A slightly modified version of the second order interpolating wavelet transform, $I(2,2)$ [37]. The modification consists of omitting the update phase of the lifting scheme. This transform has two vanishing moments.
- The popular commonly used 9-7 wavelet transform [8]. This transform has four vanishing moments.

To achieve faster reconstruction we choose transforms with smaller support size, and therefore fewer vanishing moments. This rules out the 9-7 transform which is considerably slower that the other transforms. In particular, this transform requires floating point arithmetic, whereas the other transforms can be implemented using only integer additions and shifts. The S+P and TS transforms are similar. They are both special cases of the same transform, which is factored into the S transform followed by an additional lifting step, but with different prediction coefficients. For our purposes it is sufficient to experiment with the more efficient TS transform.

In order to assess the speed and the sparsity of the remaining three wavelet bases ( S , TS, and $I(2,2)$ ) we gathered the relevant statistics over a database of 1015 stock photography images. The subjects of these photographs are varied and include landscapes, buildings, people, products, and more. Nine randomly chosen images from this database are shown in Figure 1. Each image was transformed from RGB to YIQ color space and processed at full ( $640 \times 384$ ) and at half ( $320 \times 192$ ) resolutions. The results are summarized in Tables 1 and 2 and in the plots of Figure 2.

Our experiments indicate that all three transforms provide roughly the same sparsity of wavelet domain representation for natural images. Note that the percentage of remaining coefficients is typically higher when operating on the half-resolution versions of the image. Decreasing the resolution results in smaller smooth regions in the images, and applying a transform with few vanishing moments yields fewer near-zero coefficients over these regions.

In terms of speed, the S and $I(2,2)$ transforms are the fastest (the S transform is slightly faster), while the TS transform is slower by a factor of roughly 2 . Consequently, the S transform was chosen for wavelet domain image blending (Section 3) and for wavelet


Figure 1: Nine images chosen at random from a database of 1015 stock photographs.

| Transform: | S transform |  | TS transform |  | $\mathrm{I}(2,2)$ transform |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Resolution: | $640 \times 384$ | $320 \times 192$ | $640 \times 384$ | $320 \times 192$ | $640 \times 384$ | $320 \times 192$ |
| Rec. time: | $12.8(0.7)$ | $3.2(0.3)$ | $27.7(1.4)$ | $6.9(0.7)$ | $13.4(0.7)$ | $3.3(0.3)$ |
| \% non-zero: | $50.3(13.7)$ | $66.4(12.5)$ | $50(12.8)$ | $64.9(12.3)$ | $51.7(11.2)$ | $65.4(10.9)$ |

Table 1: A comparison between the S, TS, and I $(2,2)$ transforms on a database of 1015 stock photography images. For each transform and each image resolution we list the mean reconstruction time in milliseconds and the mean percentage of remaining (non-zero) coefficients. The numbers in parentheses give the standard deviation corresponding to each mean.

| Transform/Channel | Y | I | Q |
| :---: | :---: | :---: | :---: |
| none: | 153 | 51 | 26 |
| S: | 134 | 36 | 19 |
| TS: | 121 | 32 | 18 |

Table 2: The average number of distinct non-zero values in a wavelet-transformed image for each of the $Y, I, Q$ channels. The average was obtained over 102 randomly chosen images out of a database of 1015 stock photographs.


Figure 2: Lossy compression with the S, TS, and I(2,2) transforms: the RMS error of an image is plotted as a function of remaining non-zero coefficients. The data for this plot was obtained by averaging over a database of 1015 stock photography images.
domain convolution (Section 5). For wavelet warping (Section 4) we chose the $I(2,2)$ transform for reasons that will become apparent in Section 4.2.

So far we have only considered lossless wavelet domain representation of images (only coefficients that become identically zero as a result of the wavelet transform are eliminated from the representation). Lossy representations obtained by zeroing out small wavelet coefficients yield a drastic reduction in the number of remaining coefficient in return for a modest increase in RMS error, as demonstrated by the plots in Figure 2. Such representations can be acceptable if numerical accuracy is not critical, as will be demonstrated in Section 5.4. When choosing a wavelet transform for a lossy wavelet domain representation one additional requirement must be taken into account: graceful degradation in visual quality of the image. In this respect we found the slower biorthogonal TS transform to be superior to the $S$ transform. More specifically, the lossy TS transform tends to produce smoother and more visually accurate results compared to the lossy S transform, which introduces blocky artifacts.

### 2.3 Data Structures

In order to take advantage of the sparsity of wavelet-transformed images and matrices a suitable data structure is required. We designed a data structure in which we represent separately three different group of coefficients. The first group consists of the coefficents belonging to the two finest levels in the wavelet decomposition, accounting for $15 / 16$ of the coefficients. Many of these coefficients are zero. Furthermore, the distinct values of the non-zero coefficients typically form a set of an even smaller size (see Table 2). In order to take advantage of these two properties we store all of the distinct non-zero coefficient values in a lookup table. The non-zero coefficients themselves are stored in an array. Each array entry contains the position of a non-zero coefficient in the decomposition, along
with an index into the lookup table. This representation allows us to perform linear combinations very efficiently, as each distinct non-zero value must only be multiplied once. It should be noted that in order to perform fair comparisons between wavelet-domain and standard operations we used look-up tables of pre-multiplied wavelet coefficients only when the corresponding standard algorithm also uses look-up tables of premultiplied values.

The two remaining groups of coefficients are represented as follows. The the two coarsest levels in the decomposition, which contain very few coefficients to begin with, are represented in a straightforward manner using a simple array containing the values of the coefficients. Finally, the remaining (intermediate) levels are simply represented by arrays containing in each entry the position and value of a single non-zero coefficient.

## 3 Blending of multiple images

In this section we demonstrate a simple yet useful application of our approach: interactive re-rendering of a scene under novel illumination by fast blending of images acquired under varying illumination conditions.

The additive nature of illumination has been exploited by several researchers for efficiently re-rendering a scene by linearly combining a collection of images. For example, Nimeroff et al.[25] precompute a collection of basis images for an architectural scene from which the illumination of the scene under different natural illumination conditions can be reconstructed. Debevec et al.[12] describe a lighting rig for acquiring the reflectance field of a human face. The reflectance field is represented as a two-dimensional array of 2048 images, each corresponding to a different illuminant direction. Linearly combining these images with different weights yields the appearance of the face under arbitrary new illumination conditions. The linear combination is computed using directly the discrete cosine transform coefficients of the images [34]. In order to perform the computation progressively from coarse to fine resolution an over-complete representation of the reflectance field is used, storing compressed reflectance maps at full, half and quarter resolutions.

Recently, several researchers [1,28] have independently shown that irradiance environment maps (for rendering Lambertian objects under distant illumination) can be very well approximated by a nine-dimensional linear subspace. Thus, from any given view, the appearance of an arbitrary Lambertian shape under arbitrarily distributed distant illumination can be reproduced by linearly combining nine images.

All of the applications described above could benefit from the ability to perform fast progressive blending of multiple images. Fortunately, this is easily done in our framework via a straightforward application of equation (1): the matrices $\mathbf{A}_{i}$ are simply the images to be blended. In order to illustrate wavelet-domain multiple image blending we use a set of ten $352 \times 512$ wavelet-transformed images of a face under varying illumination conditions (from [12]) to interactively re-render the same face image under novel illumination. Figure 3 shows four of these face images.

The ten images were pre-processed by applying the S transform in place. As predicted


Figure 3: Images of a human face under different illumination conditions.
by our experiments in Section 2.2, the resulting lossless wavelet domain representation is rather sparse. Figure 4 visualizes the wavelet domain representation of the leftmost image of Figure 3. All of the non-zero wavelet coefficients in this representation (regardless of their magnitude) are shown as white pixels. In a lossless wavelet-domain representation for this image only half of the coefficients are non-zero. This number can be further drastically decreased if some loss of accuracy is tolerable.


Figure 4: The wavelet-domain representation of the leftmost image of Figure 3. White pixels indicate non-zero wavelet coefficients. The leftmost image corresponds to a lossless wavelet transform. The remaining three images on the right show the result of lossy transforms, with the threshold increasing from left to right.

The image blending process begins by computing the linear combination of the coarse levels non-zero wavelet coefficients, progressively proceeding to finer levels. Intermediate results are incrementally reconstructed and displayed. This process is illustrated in Figure 5, which shows the blended result at three different resolutions. The quarter- and half-resolution images are scaled to the full size by using linear interpolation available on
virtually all of today's commodity graphics accelerators. As can be observed, the differences between the different resolutions are hard to perceive (mostly it can be seen that the lower resolution images are slightly blurrier).


Figure 5: The result of the blend at quarter resolution (left), half resolution (center), and full resolution (right).

The time to blend the ten $352 \times 512$ images in the standard manner takes 278.3 ms (milliseconds) in our Java implementation, whereas progressive wavelet-domain blending of the same images yields a quarter-resolution result after 10.6 ms , a half-resolution result after 44.5 ms , and the final full-resolution result after 174.1 ms . These times include both the time to compute the linear combinations of wavelet coefficients and the reconstruction time (in order to obtain a displayable image). Thus, our approach provides a non-redundant progressive multi-resolution algorithm for blending multiple images without sacrificing computation speed. In order to maintain interactive rates with a much larger number number of blended images (such as 2048), lossy wavelet-domain representation can be used, trading speed for image quality.

## 4 3D Warping

This section describes the application of our approach to various 3D warping mappings, which are in the core of most image-based rendering algorithms. We begin by briefly reviewing the 3D warping equations (the reader is referred to McMillan's PhD thesis [23] for detailed derivations). Following the review we show how to express (parts of) the warping operation as a linear combination of matrices, thereby paving the way for wavelet domain $3 D$ warping.

Most image-based rendering algorithms use forward 3D warping, which maps pixels from a reference (source) image to the desired (target) image, according to the following general equation [23]:

$$
\mathbf{p}_{2}=\mathbf{M}_{2}^{-1}\left(\delta\left(\mathbf{p}_{1}\right)\left(\mathbf{o}_{1}-\mathbf{o}_{2}\right)+\mathbf{M}_{1}\left(\mathbf{p}_{1}\right)\right) .
$$

The 3-vectors $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ are the homogeneous image coordinates of the source and target pixels, respectively. The matrices $\mathbf{M}_{i}$ map pixel coordinates to 3D rays, and the points $\mathbf{o}_{i}$ are the centers of projection. The generalized disparity $\delta(\mathbf{p})$ is inversely proportional to the depth at pixel $\mathbf{p}$.

More specifically, the forward mapping from reference image space coordinates $(x, y)$ to target image space coordinates $(u, v)$ is expressed as:

$$
\begin{equation*}
u=\frac{f_{1}(x, y)}{f_{3}(x, y)} \quad v=\frac{f_{2}(x, y)}{f_{3}(x, y)} \tag{2}
\end{equation*}
$$

where the functions $f_{i}(x, y)$ depend on the type of warp. For example, when warping a planar reference image to a planar target image, $f_{i}(x, y)$ can be expressed as:

$$
f_{i}(x, y)=\left[\begin{array}{llll}
p_{i 1} & p_{i 2} & p_{i 3} & p_{i 4}
\end{array}\right]\left[\begin{array}{c}
x  \tag{3}\\
y \\
1 \\
\delta(x, y)
\end{array}\right]
$$

The scalars $p_{i j}$ are dependent upon the view matrices $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ and the vector $\mathbf{o}_{1}-\mathbf{o}_{2}$ between the two centers of projection. The result is valid when $f_{3}(x, y)>0$ (point is in front of camera), and when ( $u, v$ ) are in the range of target image space coordinates.

When warping a cylindrical reference image to a planar target image, the equations become:

$$
f_{i}(x, y)=\left[\begin{array}{llll}
c_{i 1} & c_{i 2} & c_{i 3} & c_{i 4}
\end{array}\right]\left[\begin{array}{c}
\sin (2 \pi x / w)  \tag{4}\\
\cos (2 \pi x / w) \\
y_{0}+\left(y_{1}-y_{0}\right) y / h \\
\delta(x, y)
\end{array}\right]
$$

where $w$ and $h$ are the width and height of the image in pixels, and $y_{0}$ and $y_{1}$ define the vertical field-of-view of the cylindrical image. Similarly, a warp from spherical image coordinates to a planar image is defined by:

$$
f_{i}(x, y)=\left[\begin{array}{llll}
s_{i 1} & s_{i 2} & s_{i 3} & s_{i 4}
\end{array}\right]\left[\begin{array}{c}
\sin (2 \pi x / w) \sin (\pi y / h)  \tag{5}\\
\cos (2 \pi x / w) \sin (\pi y / h) \\
\cos (\pi y / h) \\
\delta(x, y)
\end{array}\right]
$$

### 4.1 Wavelet warping

In order to perform 3D warping in the wavelet domain, we express the warping equations as element-wise divisions between linear combinations of four matrices. Let $\mathbf{F}_{i}$ denote the matrix of all the values $f_{i}(x, y)$, and let $\mathbf{U}$ and $\mathbf{V}$ denote the matrices containing all of the warped $u$ and $v$ target coordinates. Using these matrices we rewrite equation (2) as

$$
\mathbf{U}=\frac{\mathbf{F}_{1}}{\mathbf{F}_{3}} \quad \mathbf{V}=\frac{\mathbf{F}_{2}}{\mathbf{F}_{3}},
$$

where

$$
\begin{equation*}
\mathbf{F}_{i}=m_{i 1} \mathbf{A}+m_{i 2} \mathbf{B}+m_{i 3} \mathbf{C}+m_{i 4} \mathbf{D} . \tag{6}
\end{equation*}
$$

In the planar-to-planar warp, for example, the linear combination coefficients $m_{i j}$ are the $p_{i j}$ 's from equation (3), and the matrices are defined as follows:

$$
\begin{equation*}
\mathbf{A}=[x]_{x, y} \quad \mathbf{B}=[y]_{x, y} \quad \mathbf{C}=[1]_{x, y} \quad \mathbf{D}=[\delta(x, y)]_{x, y} \tag{7}
\end{equation*}
$$

Thus, the matrix $\mathbf{A}$ is simply a linear ramp, increasing from left to right; all of its rows are the same vector $[0,1, \ldots, n-1]$. Similarly, the matrix $\mathbf{B}$ is a linear ramp, and all of its columns are the same vector. The matrix $\mathbf{C}$ is constant. The wavelet transform of these matrices is extremely sparse, and the efficiency of our wavelet warping algorithm stems from this sparse representation.

In the cylindrical-to-planar case the matrices are slightly more complicated:

$$
\begin{array}{ll}
\mathbf{A}=[\sin (2 \pi x / w)]_{x, y} & \mathbf{B}=[\cos (2 \pi x / w)]_{x, y}  \tag{8}\\
\mathbf{C}=\left[y_{0}+\left(y_{1}-y_{0}\right) y / h\right]_{x, y} & \mathbf{D}=[\delta(x, y)]_{x, y}
\end{array}
$$

Still, note that each of the matrices $\mathbf{A}$ and $\mathbf{B}$ is a function of a single variable $x$, which means that in each of these two matrices all of the rows are equal. Similarly, $\mathbf{C}$ is a function of $y$, and therefore all of the columns are equal. Both the standard cylindrical-to-planar warp and our wavelet warping algorithm exploit this structure to save computations.

Finally, in the spherical-to-planar case the matrices are:

$$
\begin{array}{ll}
\mathbf{A}=[\sin (2 \pi x / w) \sin (\pi y / h)]_{x, y} & \mathbf{B}=[\cos (2 \pi x / w) \sin (\pi y / h)]_{x, y}  \tag{9}\\
\mathbf{C}=[\cos (\pi y / h)]_{x, y} & \mathbf{D}=[\delta(x, y)]_{x, y}
\end{array}
$$

In this case only $\mathbf{C}$ is a function of a single variable $y$, and therefore all of its columns are equal.

The wavelet warping operation consists of three steps: (i) computation of linear combinations (equation (6)), (ii) reconstruction, and (iii) clipping and element-wise divide. The first step is carried out in the wavelet domain, as illustrated in Figure 6. Thus, following equation (1), we compute the matrices $\mathbf{F}_{i}$ as follows:

$$
\begin{align*}
\mathbf{F}_{i} & =T^{-1} T\left(m_{i 1} \mathbf{A}+m_{i 2} \mathbf{B}+m_{i 3} \mathbf{C}+m_{i 4} \mathbf{D}\right) \\
& =T^{-1}\left(m_{i 1} T(\mathbf{A})+m_{i 2} T(\mathbf{B})+m_{i 3} T(\mathbf{C})+m_{i 4} T(\mathbf{D})\right) \tag{10}
\end{align*}
$$

Several things should be noted at this point:

- The matrices $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ depend only on the type of warp (planar, cylindrical, or spherical), and are independent of the reference or the target images. Consequently, $T(\mathbf{A}), T(\mathbf{B}), T(\mathbf{C})$ are precomputed once for each type of warp, and then reused for all warping operations.
- The matrix $\mathbf{D}$, which is the disparity image of the reference view, is independent of the target view, and $T(\mathbf{D})$ is precomputed once for each reference view.
- The scalars $m_{i j}$ are dependent upon both the reference and the target views, and are calculated once for each target view, the same as in a standard warp.
- The disparity values in $\mathbf{D}$, as well as the entries of $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ (in the cylindrical and spherical cases), contain floating point values. These values are first mapped into an appropriate integer range, since our implementation uses an integer wavelet transform.


Figure 6: Standard warp vs. wavelet warp.

### 4.2 Choice of wavelet transform

As discussed in Section 2.2, there are two requirements that a suitable wavelet transform should satisfy: (i) the transforms $T(\mathbf{A}), T(\mathbf{B}), T(\mathbf{C})$, and $T(\mathbf{D})$ should be sparse; (ii) the reconstructions (inverse wavelet transforms) should be fast to compute. Based on the experiments reported in Section 2.2 we chose a slightly modified version of the secondorder interpolating wavelet transform, $I(2,2)$ [37]. The modification consists of omitting the update phase of the lifting scheme. The resulting transform requires $\frac{8}{3} n^{2}$ operations to decompose an $n \times n$ matrix using the 2D nonstandard wavelet transform.

The wavelet coefficients of this transform measure the extent to which the original signal fails to be linear. In the case of a planar warp, the matrices $\mathbf{A}$ and $\mathbf{B}$ are simply linear ramps and matrix $\mathbf{C}$ is constant (eq. 7)). Consequently, the transforms $T(\mathbf{A})$ and $T(\mathbf{B})$ consist of two non-zero coefficients each, and $T(\mathbf{C})$ consists of a single non-zero coefficient. Note that this is lossless compression of the three matrices - they can be reconstructed exactly from these sparse transforms.

In the case of a cylindrical warp (eq. (8)) the transforms $T(\mathbf{A})$ and $T(\mathbf{B})$ have fewer than $\frac{1}{9} n^{2}$ nonzero coefficients each, while $T(\mathbf{C})$ has two non-zero coefficients. In the case of a spherical warp (eq. (9)) the transforms $T(\mathbf{A}), T(\mathbf{B})$ and $T(\mathbf{C})$ have fewer than $\frac{1}{9} n^{2}$ non-zero coefficients each. Once again, the compression of the matrices is lossless.

As for the disparities matrix $\mathbf{D}$, the number of non-zero coefficients depends, of course, on the reference image. In our experiments, roughly one third of $T(\mathbf{D})$ coefficients were non-zero. Although the number of non-zero coefficients can be decreased further by lossy wavelet compression, it is not beneficial to do so. As we shall see in the next section,
the computational bottleneck of wavelet warping lies in the reconstruction stage. A slight reduction in the number of coefficients does not significantly improve performance, while a more drastic truncation causes errors in the mapping, resulting in visible artifacts.

### 4.3 Analysis and comparison

The complexity of 3D warping is linear in the number of warped pixels, with the constant factor depending on the type of warp. In the standard warping algorithm, a planar-toplanar warp computes equation (3) using an incremental loop, which requires a single addition for each increment in $x$ or $y$, plus an additional multiplication and addition for the generalized disparity term for each $f_{i}$ [32]. The clipping is followed by two divisions. Thus, the total number of operations to warp an $n \times n$ image is $11 n^{2}$.

In the cases of cylindrical-to-planar and spherical-to-planar warps, efficient computation requires that the terms in matrices $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ be precomputed and stored in lookup tables (LUT). In the cylindrical-to-planar case, as pointed out earlier, there are only $n$ distinct terms in each of the three matrices. Thus, each $m_{i j}$ must be multiplied with only $n$, rather than $n^{2}$ different terms. A similar optimization is performed in the spherical-toplanar case when computing $m_{i 3} \mathbf{C}$.

In contrast, since the wavelet warping algorithm performs operations only on the nonzero elements of the transformed matrices, the total number of operations required to compute equation (10) is $t-|T(\mathbf{D})|$ additions and $\hat{t}$ multiplications (where $t$ is the total number of nonzero wavelet coefficients, and $\hat{t}$ the number of unique non-zero coefficients), plus the cost of the reconstruction step that takes $\frac{8}{3} n^{2}$ operations in our implementation. We perform three reconstruction steps (one for each $\mathbf{F}_{i}$ ), followed by clipping and two divisions per pixel. The results of the analysis are summarized in Table 3.

| Operation | any wavelet warp | planar | cylindrical | spherical |
| :--- | :--- | :--- | :--- | :--- |
| Addition | $8 n^{2}+3(t-\|T(\mathbf{D})\|)$ | $6 n^{2}+3 n$ | $6 n^{2}+3 n$ | $9 n^{2}$ |
| Multiplication | $3 \hat{t}$ | $3 n^{2}$ | $3 n^{2}+9 n$ | $9 n^{2}+3 n$ |
| Division | $2 n^{2}$ | $2 n^{2}$ | $2 n^{2}$ | $2 n^{2}$ |
| Total | $10 n^{2}+3(t-\|T(\mathbf{D})\|)+3 \hat{t}$ | $11 n^{2}+3 n$ | $11 n^{2}+12 n$ | $20 n^{2}+3 n$ |

Table 3: Number of arithmetic operations in different types of warps. The columns labeled planar, cylindrical, and spherical refer to an efficient incremental implementation of the standard warp in each of these three cases.

As explained in Section 4.2, our choice of wavelet basis results in a total number of $t=|T(\mathbf{D})|+5$ nonzero coefficients in the wavelet planar warp, $t<\frac{2}{9} n^{2}+|T(\mathbf{D})|+2$ in the cylindrical case, and $t=\frac{1}{3} n^{2}+|T(\mathbf{D})|$ in the spherical case. The conclusion from our analysis is therefore that wavelet warping is as fast as the most efficient standard warp in the planar and cylindrical cases, while in the spherical warp we can expect speedups by factors between 1.54 and 2 .

### 4.4 Memory management

The standard warping algorithm warps the reference image pixels to their destination, one by one, so its intermediate storage requirements are $O(1)$. In contrast, the wavelet warping algorithm described above must reconstruct the three matrices $\mathbf{F}_{i}$ before computing the target pixel coordinates. Thus, it requires $O\left(n^{2}\right)$ intermediate storage. When the warped image is sufficiently large, the intermediate storage requirements exceed the size of the L2 memory cache, resulting in a performance penalty. In this case, we split the matrices into the largest tiles of constant size that fit in the cache. The linear combination of each set of corresponding tiles is computed, and the reconstruction step is performed one tile at a time. The required intermediate storage is thus reduced to the size of a tile. In addition to avoiding cache misses, this modification also allows us to take advantage of the fact that many of the matrices consist of tiles that are identical, symmetric, or a rotation of one another.

The standard warping algorithm requires the storage of the reference image, as is. In contrast, in the wavelet warping algorithm the wavelet-transformed disparities and color matrices are represented using the data structures described in Section 2.3. Our experiments indicate that the total memory footprint was reduced to less than one third of that of the standard algorithm.

### 4.5 Empirical results

The theoretical analysis presented above has been validated experimentally. We have implemented our wavelet warping algorithm, as well as the standard warps: incremental planar-to-planar, LUT-based cylindrical-to-planar and spherical-to-planar, with the optimizations mentioned earlier. The algorithms were implemented in Java. All of the results reported in this paper were measured on a 450 MHz Pentium II processor. In all our comparisons we measured the entire warping time at full resolution, including reconstruction, clipping, and the divisions by the homogeneous coordinate. The averaged performance of the different warping algorithms (in frames per second) is summarized in Table 4.

| Type of warp (\# pixels warped) | standard warp | wavelet warp |
| :--- | :---: | :---: |
| planar $(512 \times 512)$ | 6.5 | 7 |
| cylindrical $(512 \times 256)$ | 12 | 15 |
| spherical $(512 \times 256)$ | 7.7 | 14 |

Table 4: Measured performance (frames per second) of standard vs. wavelet warp in the planar, cylindrical, and spherical cases.

As predicted by our analysis, we found wavelet warping to be roughly as fast as the standard algorithm in the planar case and slightly faster (up to 25 percent) in the cylindrical case. Note that in the planar case the reference image has twice as many pixels as in the cylindrical case. This is the reason that the number of warps per second in the first row of the table is smaller almost by a factor of two. As expected, in the spherical case,


Figure 7: Spherical-to-planar image warping example.
wavelet warping outperforms the standard algorithm by a factor of roughly 1.8. Figure 7 shows a spherical-to-planar warping example. The two rectangular images in the top row show a spherical reference image with the corresponding depth image (depth values are 16 -bit integers encoded using the red and green color channels). The lower left image is a novel planar view from a displaced position. Since only one reference image was used, some disocclusion artifacts can be seen. The lower right image is another planar view, taken from the original view point.

### 4.6 Multi-resolution wavelet warping

Suppose that we have an image-based representation of a 3D scene or object and would like to generate a novel view in which the scene or object is farther away from the viewpoint, and thus appears much smaller than in its reference views. Or perhaps, we are interested in rapidly generating lower resolution novel views while the view is changing, and then refine it if the camera stops moving. Our wavelet warping algorithms are well suited for such multi-resolution and/or progressive rendering.

When wavelet-warping a reference image to a target image of lower resolution there is no need to compute the entire linear combination (10) or perform a full reconstruction of the result. As explained in Section 2.1 it is possible instead to proceed from the coarsest to the finest scale, obtaining an intermediate result for any desired scale along the way. For example, if the target image resolution is twice smaller in each dimension, we stop before processing the wavelet coefficients of the finest level. As a result, computation is faster by a factor of four, and there are also four times fewer clip-and-divide operations. The warped coordinates $(u, v)$ are still generated in the original range, so they are shifted right by one bit.


Figure 8: Multi-resolution planar wavelet warping.

When the target image resolution is lower, we must low-pass filter the color values of the reference image pixels, before copying them to the target image. Therefore, the color channels of the reference image are also represented in the wavelet domain. Prefiltered color values are obtained by reconstructing the image incrementally, as the resolution of the result is progressively refined from coarse to fine.

Figure 8 shows the results of planar-to-planar wavelet warping to different target resolutions. Two $512^{2}$ reference views of a synthetic scene (with depth for each pixel) were warped to a common novel view. One of the reference views used and its corresponding depth image is shown in the top row. In the bottom row we show the target image generated at quarter $\left(128^{2}\right)$, half $\left(256^{2}\right)$, and full $\left(512^{2}\right)$ resolutions, from left to right. In order to make the differences visible, all three images are shown at the same size in the figure.

When the target image is generated at full resolution, the wavelet warp takes roughly the same amount of time to compute as the standard incremental warp (around 7 fps ). However, when the target resolution is reduced by half, wavelet warping becomes more than 4 times faster compared to full resolution warping (around 27 fps ). At quarter resolution, wavelet warping is more than 16 times faster. Furthermore, wavelet warping has the advantage that the computation is progressive: a low resolution result can be progressively refined, simply by combining and reconstructing additional levels. It should be noted that progressive multi-resolution warping can also be achieved within a standard warping framework by using an over-complete pyramid-based image representation such as a the Laplacian pyramid [4, 27], but at the cost of increasing the size of the representa-
tion by a factor of $\frac{4}{3}$.

### 4.7 Temporal coherence

When warping an entire sequence of reference images taken using fixed viewing parameters (for example, a sequence that captures a dynamic event as seen from a particular viewpoint), temporal coherence can be utilized to make the computation faster than warping each frame individually. This is particularly easy to see using the matrix notation introduced earlier. The matrices $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ are the same for any reference image, and the only matrix that differs between successive frames is the disparities matrix D. Let $\mathbf{D}^{(t)}$ denote the disparity matrix of frame $t$. Each frame of the warped sequence can be computed incrementally as

$$
\mathbf{F}_{i}^{(t+1)}=\mathbf{F}_{i}^{(t)}+m_{i 4} \Delta \mathbf{D}^{(t)}, \quad \text { where } \quad \Delta \mathbf{D}^{(t)}=\mathbf{D}^{(t+1)}-\mathbf{D}^{(t)} .
$$

Thus, if the difference matrices $\Delta \mathbf{D}^{(t)}$ are precomputed, it takes only $3 \mathrm{kn}^{2}$ additions, $3 \mathrm{kn}^{2}$ multiplications, and $2 k n^{2}$ divisions to forward-warp an $n \times n \times k$ image sequence (saving $3 \mathrm{kn}^{2}$ additions compared to warping each frame individually). This is a simple observation, and the improvement is applicable to standard warping, but we have not encountered it in the image-based rendering literature.

Temporal coherence in this case is easily exploited in the context of wavelet warping. We precompute the 2D wavelet transforms $T\left(\Delta \mathbf{D}^{(t)}\right)$. Each warped frame is then generated as follows:

$$
\mathbf{F}_{i}^{(t+1)}=\mathbf{F}_{i}^{(t)}+T^{-1}\left(m_{i 4} T\left(\Delta \mathbf{D}^{(t)}\right)\right) .
$$

In other words, the differences between successive disparity images are multiplied by $m_{i 4}$ in the wavelet domain. Since the disparity of many pixels remains unchanged between consecutive frames, the wavelet transform of the differences is very sparse.

Utilization of temporal coherence in wavelet warping is demonstrated in the following "virtual studio" example. In this example we generate a new image sequence by warping images from three different sources (shown in the top row of Figure 9) into a common target view. The first source is a synthetic animation of a coffee-table following a circular trajectory. The second source is a still image of a synthetic 3D scene (a room). The third source is a video sequence of an actor performing in front of a Zcam - a real-time depthsensing camera [39]. The target view is different from each of the original views of the three image sources. The three sources are wavelet-warped to the target view, where they are combined using a Z -buffer. The result is a video sequence where the actor is looking at the coffee-table that flies in a circle about him. Three frames from this sequence are shown in the bottom row of Figure 9. Using wavelet warping, as described earlier in this section, the target sequence is generated in real-time at 15 fps , which is faster by a factor of 2.5 than generating it by wavelet warping each frame individually.

Notice that the speedup when warping an image sequence is due to both the temporal coherence in the viewing parameters, i.e. the incremental formulation of the warping operation, and to the temporal coherence in disparity values, as many pixel depths remain unchanged between consecutive frames.


Figure 9: Real-time wavelet warping with temporal coherence.

## 5 Convolution

This section demonstrates the application of our approach to 2D and 3D convolution operation on images and image sequences, respectively. We begin with 2D image convolution. The direct convolution of an $n \times n$ image $\mathbf{A}$ with a $k \times k$ convolution kernel $\mathbf{K}$ is defined as

$$
(\mathbf{K} * \mathbf{A})(u, v)=\sum_{i, j \in[0, k-1]} \mathbf{K}(i, j) \mathbf{A}(u-i, v-j) .
$$

The Convolution Theorem states that convolution can also be carried out in the frequency domain:

$$
\mathbf{K} * \mathbf{A}=F^{-1}(F(\mathbf{K}) \cdot F(\mathbf{A})),
$$

where $F$ is the discrete Fourier transform, and • denotes componentwise multiplication.

### 5.1 Wavelet convolution

Let $\mathbf{A}^{i j}$ denote a shift of $\mathbf{A}$ by $i, j$ in the $X, Y$ directions. Since the convolution operator is commutative and distributive it is expressed as a weighted sum of $k^{2}$ matrices:

$$
\mathbf{K} * \mathbf{A}=\sum_{i, j \in[-l, l]} k_{i j} \mathbf{A}^{i j}, \quad \text { where } \quad l=\lfloor k / 2\rfloor
$$

As before, this weighted sum is computed in the wavelet domain:

$$
\begin{equation*}
\mathbf{K} * \mathbf{A}=T^{-1} T\left(\sum_{i, j} k_{i j} \mathbf{A}^{i j}\right)=T^{-1}\left(\sum_{i, j} k_{i j} T\left(\mathbf{A}^{i j}\right)\right) . \tag{11}
\end{equation*}
$$

Thus, after computing the $k^{2}$ wavelet transforms $T\left(\mathbf{A}^{i j}\right)$, convolution is done by computing multiplication and additions with the nonzero wavelet coefficients. The result is the wavelet transform of the convolved image. In order to display the resulting image, wavelet convolution ends with a single reconstruction step.

Wavelet convolution of an image sequence with a 2D kernel is a simple extension. Since the convolution operator is distributive, we compute the convolution by taking the wavelet transform of the difference between consecutive images. The sequence can also be wavelet-convolved with a 3D kernel. In this case, we should precompute the wavelet transforms not only for shifts in $X$ and $Y$, but also for shifts along the temporal dimension.

### 5.2 Symmetric wavelet convolution

A more efficient formulation is obtained by reducing in half the number of matrices involved in wavelet convolution. The weighted sum is split into two terms: the image multiplied by the kernel sum, and a weighted sum of the differences between the shifts $\mathbf{A}^{i j}$ and the image $\mathbf{A}$ :

$$
\mathbf{K} * \mathbf{A}=\left(\sum_{i . j \in[-l, l]} k_{i j}\right) \mathbf{A}+\sum_{(i . j) \neq(0,0)} k_{i j} \Delta \mathbf{A}^{i j}, \quad \text { where } \quad \Delta \mathbf{A}^{i j}=\mathbf{A}^{i j}-\mathbf{A}
$$

Note that the differences $\Delta \mathbf{A}^{i j}$ are even for $i$ and $j$; in other words, it holds that $\Delta \mathbf{A}^{i j}(x, y)=$ $-\Delta \mathbf{A}^{-i,-j}(x+i, y+j)$. Thus, the number of unique matrices in the sum is reduced from $k^{2}$ to $\left\lfloor\frac{k^{2}}{2}\right\rfloor+1$. Utilizing this observation, wavelet convolution can be expressed as:

$$
\begin{align*}
\mathbf{K} * \mathbf{A}(x, y)= & \left(\sum_{i, j \in[-l, l]} k_{i j}\right) \mathbf{A}(x, y)+\sum_{i, j \in[-l, 0]}\left(k_{i j} \Delta \mathbf{A}^{i j}(x, y)-k_{-i,-j} \Delta \mathbf{A}^{i j}(x+i, y+j)\right) \\
= & T^{-1}\left(\left(\sum_{i, j \in[-l, l]} k_{i j}\right) T(\mathbf{A})\right)(x, y) \\
& +\sum_{i, j \in[-l, 0]}\left(k_{i j} \Delta \mathbf{A}^{i j}(x, y)-k_{-i,-j} \Delta \mathbf{A}^{i j}(x+i, y+j)\right) . \tag{12}
\end{align*}
$$

### 5.3 Analysis and comparison

Direct 2D convolution with a general non-separable $k \times k$ kernel requires $2 k^{2} n^{2}$ operations. Wavelet convolution with the same kernel takes $2 \sum_{i, j=1}^{k}\left|T(\mathbf{A})^{i j}\right| \approx 2 k^{2}|T(\mathbf{A})|$ operations. Reconstruction requires an additional $\frac{8}{3} n^{2}$ operations. This means that wavelet convolution outperforms the general non-separable case even with lossless compression.

In the special case of separable kernels, direct convolution takes only $4 \mathrm{kn}^{2}$ operations. Wavelet convolution can also take advantage of a separable kernel. Starting with the 1D wavelet transforms for the shifted rows of the image, we first perform $n 1 \mathrm{D}$ wavelet convolutions, then reconstruct each row. Then we compute the 1D transforms of the shifted columns, and reconstruct again. The total number of operations in this case is $4 k|T(\mathbf{A})|+2(k+2) n^{2}$. In order to outperform direct separable convolution, the wavelet decomposition must be sparser by a factor of 6 for $k=3$, a factor of 3.3 for $k=5$, and a factor of 2.8 for $k=7$.

When $k=O(n)$ it is more efficient to perform the convolution in the frequency (Fourier) domain. There are numerous variants of the FFT [16, 26], the most efficient of which is the split-radix FFT algorithm. Using this algorithm, FFT convolution is performed with a total of $6 n^{2} \log n+11 n^{2}$ real multiplications. For practical image sizes, FFT convolution is faster than direct convolution only for kernels with $k \geq 7$.


Figure 10: Wavelet convolution with a Sobel filter

## Experimental comparison

We experimentally validate our analysis by comparing the performance of direct convolution, wavelet convolution (eq. 11), and wavelet convolution using symmetry (eq. 12). We chose at random 102 images from a stock photography collection of 1015 natural images from various categories. The images were taken at two different resolutions, originally at $640 \times 384$ and down sampled to $320 \times 192$ with bicubic interpolation. All images were transformed from RGB to the YIQ color space. In order to enable efficient L2 cache utilization convolution was perfomed using tiles of sizes $96 \times 80$ and $80 \times 64$ pixels. The tiles overlap each other by the convolution filter size to handle boundaries correctly. The images were convolved with Sobel edge-detection filters [18] of three different sizes.

These filters are non-separable and have integer coefficients. The results convolving one example image (identical for the three types of convolution) with eight different filter orientations are shown in Figure 10. The mean convolution times and the corresponding standard deviations for the 102 images are reported in Table 5.

| Kernel: | $3 \times 3$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Method: | DC | WC | SC |  |
| $640 \times 384$ | $141.8(0.2)$ | $69.3(10.1)$ | $66.4(5.9)$ |  |
| $320 \times 192$ | $35.1(2.1)$ | $21.5(3)$ | $19.4(1.3)$ |  |
| Kernel: | $5 \times 5$ |  |  |  |
| Method: | DC | WC | SC |  |
| $640 \times 384$ | $301.9(4.5)$ | $121.8(22.5)$ | $115.1(9.8)$ |  |
| $320 \times 192$ | $75.1(5)$ | $41.1(7.9)$ | $33.1(2.4)$ |  |
| Kernel: | $7 \times 7$ |  |  |  |
| Method: | DC | WC | SC |  |
| $640 \times 384$ | $685.5(0.5)$ | $337(65.2)$ | $271(23.4)$ |  |
| $320 \times 192$ | $170.4(1.4)$ | $114.4(22.3)$ | $72.8(6.1)$ |  |

Table 5: An experimental comparison of direct vs. wavelet convolution. The DC columns report direct convolution times, the WC stands for wavelet-domain convolution, the SC stands for wavelet-domain convolution using symmetry. All times are in milliseconds for a single color channel. The WC and SC times include the final reconstruction step, necessary for displaying the convolved result.

The DC columns report direct convolution times, WC stands for wavelet-domain convolution, and SC stands for wavelet-domain convolution using symmetry. All times are reported in milliseconds for a single color channel. The WC and SC times include the reconstruction step necessary for displaying the convolved result.

The wavelet transform used for this experiment is the S transform. When this transform is applied to the image and its shifts, roughly half of the resulting coefficients are zero. If no further coefficients are zeroed out, the results of DC, WC and SC are identical, but WC and SC can be computed much faster because the computation involves only the non-zero coefficients. In our experiments, the mean speedup of WC over DC is by a factor of 1.9 , and the mean speedup of SC over DC is by a factor of 2.3. This includes reconstructing the resulting image by applying the inverse wavelet transform.

## Preprocessing and shift invariance

Since our wavelet transform is not shift-invariant, in order to use WC we must first precompute the wavelet decompositions of all $k^{2}$ shifts of the image. Decomposition and reconstruction take the same amount of time, so, for example, using WC (eq. 11), it takes 320 milliseconds to precompute $5^{2}$ decompositions of a $640 \times 384$ pixel image. This preprocessing time is quite reasonable: for example, in an image processing application,
preprocessing can be done when loading the image from the disk or while a filter selection dialogue is being opened, in which case the added time will not be noticeable to the user. Note that once we have transformed all of the $k^{2}$ shifts, we can rapidly compute the convolution with any kernel of size $k$ or less, as illustrated in Figure 10.

When using SC (eq. 12) the wavelet transform is only applied to the image multiplied by the kernel sum. Since the transfrom is shift covariant it is not applied to the translated differences. The advantage of using SC over WC is that the memory footprint is reduced, only half of the sparse difference images are processed. The disadvantage of SC is limited support for multi-resolution and progressive convolution.

Shift-invariance in wavelet transforms has been investigated by several researchers $[19,9,33]$. For example, the à trous algorithm [20, 17, 33] computes the wavelet transform by using filter banks in which the filter for scale $j$ is the original filter with $2^{j}-1$ zeros inserted between every two neighboring samples. When applied without subsampling (undecimated) it is shift invariant. Unfortunately, all of the solutions proposed so far are too expensive for our purposes.

## 3D convolution of an image sequence

Figure 11 shows several frames from a sequence of 128 images of size $256^{2}$ to which we have applied a 3D filter of size $3 \times 3 \times 3$. The filter was designed to enhance temporal edges in the sequence. The original frames are shown in the top row, and the convolved frames in the bottom row. (The entire original and convolved movies can be found under http://www.cs.huji.ac.il/~danix/wavops.) In this case, wavelet-domain convolution (after preprocessing) is faster by a factor of 1.8 than direct 3D convolution.


Figure 11: 3D wavelet convolution of an image sequence.

### 5.4 Visually accurate convolution

In many applications, numerical accuracy is not the primary objective. For example, when previewing the result of a filtering operation, visual accuracy and fast response time is much more important to the user than numerical accuracy. With wavelet convolution it is possible to significantly speed up the operation by zeroing out all coefficients in the wavelet transformed matrices whose magnitude is smaller than some specified threshold. In this way, numerical accuracy is traded off for speed, while the visual quality is gracefully degraded. Figure 12 demonstrates this trade-off by plotting obtained speedup vs. the RMS error between the approximate and the exact convolution results. There are two plots: one using the S transform and another using the TS transform. As far as the RMS error is concerned, the $S$ transform always performs better than the TS transform (because reconstruction is faster). However, a visual comparison indicates that the TS transform is sometimes visually closer to the accurate result.


Figure 12: Speedup versus error. The data for this plot was obtained by averaging over 102 randomly chosen images from a database of 1015 stock photographs.

A visual comparison is shown in Figure 13. The exact convolution result is shown in the image on the left (obtained using exact wavelet convolution with a speedup of 1.9 using the $S$ transform and a speedup of 1.5 using the TS transform). The middle column shows the approximate results obtained with S (top) and TS (bottom) transforms. The corresponding speedups are 3 and 2.4 , respectively. At this level of compression the approximate results are nearly indistinguishable from the exact result. Further compression yields the images in the right column, with speedups of 6.3 (S) and 4.3 (TS). This time, more errors are visible. Note that the TS image is smoother, so it appears more accurate visually, despite its higher RMS error. Even with these visible errors, note that the main features of the resulting image, i.e., the strong edges, appear correctly in the approximate results. Thus, for some applications, even this level of compression might be quite acceptable.

The threshold below which all wavelet coefficients can be zeroed out without causing noticeable artifacts in the result depends on the type of convolution kernel. For example,


Figure 13: A comparison of visual accuracies.


Figure 14: Visually accurate lowpass filtering.
edge detection and sharpen (high pass) filters respond to high frequencies in the image, so zeroing out too many coefficients will eventually cause important edges to disappear, or to appear altered, in the resulting image. On the other hand, smoothing (low pass) filters suppress the frequencies represented by small scale wavelet coefficients, so we can zero coefficients out in a much more liberal fashion, resulting in larger speedups. For example, compare the two images shown in Figure 14. The left image is an exact convolution with a $5 \times 5$ Gaussian low pass filter. For this image, wavelet convolution using the TS-transform is 1.5 times faster than direct convolution. The image on the right was computed using the same transform, and 77 percent of the smallest magnitude nonzero coefficients were zeroed out. As a result, the computation is 6.25 times faster than direct convolution, yet there are no visible differences between the two images.

### 5.5 Local and multi-scale convolution

The space- and frequency-localization properties of the wavelet transform enable us to very easily restrict convolutions to a given spatial window, and perform them on a an arbitrary subset of the different possible scales. Such flexibility is available neither with direct, nor with Fourier convolutions.

Operating on a single scale or on a range of scales is trivial in wavelet domain convolution: simply compute the linear combination in eq. (11) only for wavelet coefficients on the corresponding level(s), i.e., the remaining coefficients are unchanged.

In order to enable spatially restricted wavelet convolution, the decompositions $T\left(\mathbf{A}^{i j}\right)$ must not be performed to the finest possible level, but rather stopped several levels earlier. The operation is then performed using all of the coefficients inside the window of interest (enlarged by the size of the kernel on each side). Note that performing spatially restricted wavelet convolution in this manner is only correct when using in-place wavelet transforms.

Figure 15 illustrates local and multi-scale convolution. An image has been waveletconvolved with a Laplacian-Prewitt filter in several different manners. In the top left image the convolution is restricted to a spatial window and at the same time performed only on coefficients of a single scale. In the top right and bottom row of the figure, we show wavelet convolution with the same kernel applied to an increasing range of scales. In the top right image the kernel is applied to all wavelet coefficients except those of the three finest scales, in the bottom left image the kernel is applied to all but the two finest scales, and in the bottom right image the kernel is applied to all but the finest scale. The results of the convolution were all thresholded using the same value. By restricting the operation of the same filter to different subsets of the coefficients of the same transform we can detect and isolate features at different scales.

## 6 Conclusions and Future Work

We have presented a simple way of computing operations such as image blending, 3D image warping, and image convolution in the wavelet domain. We have demonstrated (both analytically and experimentally) that performing these operations in the wavelet domain is in many cases faster than their direct computation. Furthermore, wavelet domain operations enable progressive and multi-resolution computations, as well as space and frequency locality. We have demonstrated our approach both on still images and on image sequences.

In order to extend and improve our approach, we would like to develop an adaptive multiresolution scheme, which would allow to operate upon different regions of an image at different resolutions.

In the future we plan to explore the new applications of our approach to other types of image and video operations, such as other types of image warping (perhaps using more complicated mappings).


Figure 15: Localized (top left) and multi-scale wavelet convolution.
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